Statistics: Inferential

Inferential statistics is the tool that lets you use information about a sample to make some inferences about the population. You use inferential statistics to make estimates about a population based on the sample data you have, the relation between samples and population. We use descriptive statistics simply to describe what is going on in our data.

The topics below are usually included in the area of statistical inference.

· Statistical assumptions
· Likelihood principle
· Estimating parameters
· Statistical hypothesis testing
· Revising opinions in statistics
· planning statistical research
· summarizing statistical data
For example: 10 subjects who performed a task after 24 hours of sleep deprivation scored 12 points lower than 10 subjects who performed after a normal night's sleep. The types of questions answered by inferential statistics could be: Is the difference real or could it be due to chance? How much larger could the real difference be than the 12 points found in the sample? 
Sampling Errors:

How a sample is collected is crucial so that a “fair” or accurate representation is obtained.
Inferential statistics take into account sampling error. These statistics do not correct for sample bias. That is a research design issue. Inferential statistics only address random error (chance).

Biased sampling methods include factors such as: 

a) convenience sampling (based on availability)

b) volunteer response sampling
Example 1:

A substitute teacher wants to know how students in the class did on their last test.  He asks only the 10 students sitting in the front row to report how they did on their last test and he concludes from them that the class did extremely well.  
a) What is the population?  
b) What is the sample?  
c) Can you identify any problems with the way the teacher chose the sample?
Solution 1:
a) The population consists of all students in the class.

b) The sample includes the 10 students sitting in the front row.

c) The sample is made up of just the 10 students sitting in the front row. The  

      sample is not likely to be representative of the population.  Those who sit 

      in the front row tend to be more interested in the class and tend to perform  

      higher on tests. So, the sample may perform at a higher level than the  

      population.

Example 2:
A coach is interested in how many cartwheels the average first year student at his university can do.  Eight volunteers from the freshman class step forward. On
observing their performance, the coach concludes that first year students can do an average of 16 cartwheels in a row without stopping.
a) What is the population?  
b) What is the sample?  
c) Can you identify any problems with the way the coach chose the sample?
Solution 2:
a) The population is first year students at the coach's university.

b) The sample includes eight volunteers from the freshmen class.

c)   The sample is poorly chosen because volunteers are more likely to be able to do  

      cartwheels than the average freshman; people who can't do cartwheels probably   

      did not volunteer. In the example, we are also not told of the gender of the 

      volunteers. Were they all women, for example?  That might affect the outcome, 

      contributing to the non-representative nature of the sample (if the school is co-ed).
Unbiased sampling methods include:

A. simple random sampling

B. stratified random sample

C. cluster sample

D. systematic sample

Example A:

A telephone company is mailing complimentary gifts to a random 2000 of their subscribers in the Halifax region. They decide to use their telephone book, number each name sequentially, then generate a list of 2000 random numbers that would be matched to names.

The simple random sample method is useful for smaller populations because listing of a large population would be tedious. The phone company could generate the list fairly easily using technology but an individual would find this method more time consuming.

Example B:

The Student Council at a high school of 1200 students wants to assess the reaction to a change in the time schedule of the school day. The group wants to ensure that a representative sample of students comes from all grade levels. The strata (groups) are the grade levels in the school and students are selected using simple random sampling within each strata. 

Stratification methods are useful when the variables are easily recognizable, such as by grade in a school. It can also be used to select more of one group than another if responses are more likely to vary from one group to the next. For instance, junior high students attending the school for the first time may be unaffected because they have not experienced the schedule before.  

Example C:

The Department of Education would like information about which school sports are being played by grade 12 students in Nova Scotia. 50 schools are randomly selected (clusters) and all grade 12 students are asked to participate in the survey. These students will represent all grade 12 students in the province.


Cluster sampling divides the population (all schools with grade 12 students) into groups, or clusters. A number of clusters are randomly selected (in this case, 50) and all units within that cluster are included in the sample. By using this method, costs are reduced, field work is simplified and administration is more convenient. The disadvantage to cluster sampling in this instance is a more accurate estimate might come from randomly selected students from all schools rather than the clusters chosen. One school may have better access to a facility so the results will skew the numbers as all students in that cluster would be included.

Example D:

A company is doing a quality control test on its product. They decide to select every 50th item on the production line for random eight hour shifts twice every month. The first item is to be selected at random as a starting point for the sample; the shift time is changed constantly as well as the day of the month to avoid any persistent factors.


The advantage of a systematic sampling method is it gives a good spread across the population. It is simple in its organization as one number is selected (50 in this case) and a simple formula or rule is established. This company changes the day of sampling and the shift so that one particular set of circumstances will not reoccur as often (same employees on a shift or every Friday when less work might be accomplished.
Inferential statistics is the application of statistics to a body of data to make inferences about a larger group. Descriptive statistics only describes the data. In research, inferential statistics allow us to draw conclusions that apply not only to the data, but the group under study.
Exercise:
Identify each of the unbiased sampling methods used in the following:

1. A local park is trying to decide on the community’s reaction to the renovation of the park maintenance building and storage facility. The park committee decides to poll the players and their families from each sports team that uses the park, and the parents who use the playground equipment during the day.  

2. A high school principal was given twenty free t-shirts by the presenters after an assembly. He had a list of student numbers representing the 985 kids in the school so he generated a random list of twenty names based on those parameters.

3. To assure better customer service, a call center asks their employees to do a quick questionnaire over the phone with every tenth customer.

4. A club is having a draw during their annual community breakfast for a fruit basket. Every customer who pays for breakfast enters their name on a ballot and a draw is made at the end of the event.

Solutions:

1. stratified random sample

2. simple random sample

3. systematic sample

4. simple random sample

Statistics: Sampling Distribution

Using Data to Create a Sampling Distribution

If a number of random samples are drawn from a population, the means of the samples will be close to the population’s means. The distribution of the means of the samples could be assessed with a large number of samples, called the sampling distribution of sample means and they will be “normal”.

Using a Graphing Calculator to Generate Simulations Based on a Number of Samples

Example: 
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Data has been collected measuring the height (in cm) of 50 random Christmas trees that have grown in an area one year after a major forest fire. The information is shown in the table. Use a simulation (50 samples of size 50) to show the probable height of most of the trees in the area based on the standard deviation of the sample and the sample mean. Are they close to the population mean and standard deviation? Explain.

Solution: 

a) Enter the data in L1, sort and determine the mean and standard deviation of the random sample. STAT  CALC  1-Var STATS ENTER
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                                   Mean = 56.82      Standard Deviation = 26.11

b) Simulate the collection of 50 samples of size 50 and calculate the sample means to serve as an approximation of the sampling distribution of the sample mean.

Enter these keystrokes:  

[image: image13.png]NHNES MATH
Sortﬁ?

ortD(

111(
s el
=R T
Flalist(





2nd STAT OPS seq(#5) ENTER
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56.82, 26.11, 50)), A, 1, 50) STO    L2  ENTER (this will take several minutes).
You have now generated a simulation that uses the known sample mean and standard deviation to create 50 sample means (increased your sample size with a sampling distribution). 
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c)   Sort L2  and compare the sample mean to the

population mean using 

STAT  CALC  1-Var STATS. (choose L2).  

The numbers should be close.   
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d) Divide the population standard deviation by the √n (n = sample size).

 26.11 ÷ √50 = 3.69

This number (3.69) should be close to the standard deviation of the sample means (3.32).

This means that the probable height of most trees in the area is about 56cm and the approximate height will fall between 53 and 60 cm.

If you collect all possible samples, calculate the mean for each, then make a list of the means, you will have a Sampling Distribution of Sample Means. 
Central Limit Theorem 

The normal distribution is one which appears in a variety of statistical applications. One reason for this is the Central Limit Theorem. This theorem tells us that sums of random variables are approximately normally distributed if the number of observations is large. 
Example:
If we toss a coin, the total number of heads approaches normality if we toss the coin a lot of times. More trials will give a more normal result and be more normally distributed.

Confidence Intervals

The standard deviation of a sampling distribution is called the standard error of the mean (basically they are measures of sampling variability or estimates of dispersion or spread). 

A standard error generally has a level of confidence associated with it. You use the standard error of the mean to determine how close to the true population mean you can expect your sample mean to be and how much confidence you can place in that expectation.

To reduce the amount of sampling variability you can make your sample larger and more homogeneous.

Example:
200 randomly selected High School students were asked how much money they spent on computer related purchases over the past week. The sample mean for the 200 students was $42.35. 

a) Did the selected students spend an average of $42.35 on computer purchases  last week?
b) What can be inferred by the result that the sample mean is $42.35?

c) How could you be more confident in the sample mean?


Solution: 

a) No. The 200 students selected may just happen to be bigger spenders than those who were not chosen. In fact, the average for all the students (the population mean) could be very different from the sample mean of $42.35. One can never know with absolute certainty even approximately what the population mean is. For instance, what if one student not polled happened to spend $10 million on computer purchases last week? The effect of including that student might be to raise the mean figure to over $1,000. 

b) The information can be used to suggest the probability of student spending trends but not with absolute certainty (unless the sample includes the entire population). 

c) By increasing the sample size, we can be more confident that the population mean lies "fairly close" to the sample mean we obtained. This idea of "confidence" as opposed to "certainty" is what is important to statisticians. 

Level of Confidence or Confidence Intervals


          
Confidence levels are used when two sets of data are being compared. A confidence level is the likelihood of obtaining a particular result by chance rather than due to a truly significant difference in the two sets of data. How well the sample statistic estimates the underlying population value is always an issue. A confidence interval addresses this issue because it provides a range of values which is likely to contain the population parameter of interest.
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A 95% confidence interval means that there is a 95% chance that the confidence interval contains the population mean. 
The standard normal distribution is sometimes called the Z distribution. A Z score always reflects the number of standard deviations a particular score is above or below the mean. 

If you are calculating a 95% confidence interval, then z = 1.96
If you are calculating a 90% confidence interval, then z = 1.645
If you are calculating a 99% confidence interval, then z = 2.56


When a sample size is large, the confidence interval for the population mean is calculated using the formula: 
Confidence Intervals When σ (Population Standard Deviation) is Unknown
In many situations, the population standard deviation is not known. With a large sample size (n ≥ 30) you can replace the σ with the sample standard deviation Sx and solve using the formula as an interval estimator. The margin of error can be determined once the standard deviation and the sample size are known. It represents a statistic expressing the amount of random sampling error in a 

survey's results.
Example 1:
A random sample of 100 teenagers was surveyed, and the mean number of DVD movies that they had rented in the past month was 9.4 with results considered accurate within 1.4, 18 times out of 20.

a) What % of confidence level are the results?

b) What is the margin of error?
c) What is the confidence interval? Explain.

Solution 1:
a) 18 out of 20 is a 90% confidence level  
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b) 1.4 (results accurate within 1.4)
c)     9.4 – 1.4 = 8         9.4 + 1.4 = 10.8

The confidence interval is from 8 to 10.8 movies rented last month. The margin of error (1.4) was added to find the high point and subtracted to find the low point.
Example 2:

With a sample size of 800, and a standard deviation of 4.3, what is the 90% confidence interval if the sample mean is 4.5?


Solution 2:

                4.5 ± 1.645 
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   or 0.25

                                             4.5 – 0.25 =  4.25         4.5 + 0.25 = 4.75 

The confidence interval (at 90%) is from 4.25 to 4.75.
Exercises:

1) A random sample of size 125 is collected and the following is determined:

the sample mean is 521, sample standard deviation is 28. Determine a confidence interval of 95%.

2) In the group of 345 children surveyed, the sample mean was 11.3 and the standard deviation was 1.8. Find the 99% confidence interval for this data.

3) Determine a confidence level of 95% using the following information: Sample mean = 2.6     Standard deviation = 1.836    Sample size = 80

4) A Canadian record label wants to learn how internet downloads of music in  

Canada are affecting CD sales. They randomly choose 600 families in various parts of the country and count the number of individual songs that are downloaded in an hour. The sample mean was 3947 with a sample standard deviation of 104. Determine a 90% confidence interval for this data.

Solutions:


1)     521 ± 1.96
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      or     521  ±  4.91       


                  521 – 4.91 = 516.09                 521 + 4.91 = 525.91         

The confidence interval (at 95%) is from 516.09  to  525.91     

2)         11.3 ± 2.56 
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      or   11.3 ±  0.25

        


      11.3 – 0.25 = 11.04              11.3 + 0.25 = 11.56

The confidence interval (at 99%) is from 11.04 to 11.56.

3) 2.6 ± 1.96 
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     or 2.6 ± 0.4
                                         2.6 – 0.4 = 2.2                 2.6 + 0.4 = 3        

The confidence interval (at 95%) is from 2.2  to  3     

4)    3947 ± 1.645 
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    or        3947 ±  6.98

      3947 – 6.98 = 3940.02          3947 + 6.98 = 3953.98

The confidence interval (at 90%) is from 3940 to 3954 song downloads.
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